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基本情况                                                                        
西北工业大学 教育实验学院/未来技术学院 

成    绩：GPA 为 3.811/4.100（专业排名 5/48）；综合考评排名为 7/189（年级前 3.7%，第二学年） 

主修专业：计算机科学与技术（辅修智慧能源工程）                           外语水平：雅思（IELTS）7.0 分 

编程能力：Python（相关库与常见深度学习框架），C&C++（基本语法算法），MATLAB（基本语法&Simulink） 

主修核心课程成绩：线性代数（96），微积分（下）（93），机器学习基础（98），计算机视觉综合设计课程（96），统

计计算语言学（97），计算机系统基础（92），人工智能最优化方法（96），区块链技术与应用（99）    中文成绩单 

代表性荣誉与奖励                                                                           
综合荣誉：吴亚军奖学金（获奖人数不超过在校全体本科生总人数 2%），连续两年获西北工业大学优秀大学生（学

业、勤奋博学、社会实践先进个人）与一等（Top 5%）、二等奖学金，获校优秀共青团员等荣誉称号 

科技竞赛：积极参加各类学术竞赛与创新创业竞赛等并获奖项，例如： 

 中国国际大学生创新大赛、西北工业大学“三航杯”创新大赛等创新创业类竞赛奖项若干 

 陕西省大学生信息素养大赛三等奖、校程序设计一等奖、“工大出版社”杯数学建模大赛二等奖等学术类奖项若干 

社会实践：学校定向社会实践优秀团队、优秀调研报告；多次获招生办公室、国际合作处“优秀志愿者”荣誉称号 

研究经历                                                                        
【国家级大创】“颜劲柳骨不是梦”——基于风格迁移的个人字体生成 核心成员，2023 年 6 月-2025 年 6 月 

 项目细节：本项目基于生成模型研究图像到字体的风格映射路径，实现中文手写风格的迁移合成。项目前期聚焦

中文字体结构迁移，运用生成对抗网络（GAN，如 zi2zi 与 SC-GAN 模型）解决复杂中文字符生成风格不稳定等

问题；后期拓展至中文艺术字体生成，结合 Diffusion 等实现了基于不同风格的艺术字创作。 

 个人工作：本人负责 GAN 模型在字体迁移中的复现与优化：实现 zi2zi 模型在中文字符集上适配、调研引入 SC-

GAN 结构，实现多风格、多字形的风格迁移训练；参与 Diffusion 模型方向的探索。 

【陕西省大创】基于自建语料库大语言模型的人工智能课程助手 核心成员，2024 年 6 月-2025 年 5 月 

 项目细节：本项目开发具备适配能力的智能课程助手，解决通用模型在特定教学场景下存在的问题。项目以 RAG

技术为核心，构建面向西北工大课程内容的专属知识库，结合词频检索、本地向量检索与相似度匹配机制等实现

基于课程问题的定制化问答。本项目现已部署（http://42.193.109.4:3000/）并进行了测试，效果良好。 

 个人工作：主导 RAG 模块的实现工作（数据预处理、知识文件的向量化建库、相似度检索与生成流程设计等工

作）；还负责课程助手网页前后端开发，完成系统上线部署，实现用户在线使用交互测试。 

【统计计算语言学课程设计】基于神经网络的音乐评论情感分析 负责人，2024 年 4 月 

 项目细节：本项目聚焦音乐评论情绪分类，基于网易云音乐平台抓取的 15 万条音乐评论数据，采用 LSTM、Bi-

LSTM 和 BERT 等主流模型构建多分类器，评估不同模型表现。结果表明，BERT 在 10 分类任务中准确率达到

了 88.2%，显著优于传统 RNN 结构，充分验证了 Transformer 架构在情感分析任务中的优势。 

 个人工作：本人负责整体把控项目进度。技术方面负责数据采集与预处理环节，完成评论关键词提取与可视化工

作；同时参与了 BERT 模型的构建与调参，为模型的优化提供了一定支持。 

【计算机视觉综合设计课程报告】Overview of Vision and Multimodal Large Models (Link 实验报告：Link) 

 主要内容：报告系独立完成的视觉（多模态）大模型的前沿研究概况。报告系统梳理视觉大模型的发展脉络，分

析 CLIP、Diffusion 等多模态基础模型在视觉建模中的应用；分析图像分割、目标检测领域（SAM/DINO）聚焦

具体视觉任务大模型的表现；扩展至 GPT-4V 和 Sora 等成熟多模态模型在图文、视频生成领域的挑战。 

部分海外实践经历                                                                             

 参加南洋理工大学、埃及军事技术学院校际交流活动，了解不同地区国防军工、人工智能等前沿领域最新动态； 

 参与联合国大学澳门研究所人工智能大会（UNU AI Conference 2024），与联合国大学相关工作人员进行了较为深入

的交流，全面了解了全球人工智能治理的现状以及有关领域可行的综合治理方案。 

mailto:(+86)15991941731
https://resume-used-1330499983.cos.ap-nanjing.myqcloud.com/BasicInformation/FrontSixTermGradeCN.pdf
http://42.193.109.4:3000/
https://resume-used-1330499983.cos.ap-nanjing.myqcloud.com/CSActicles/OverviewOfVisionAndMultimodalLargeModels.pdf
https://resume-used-1330499983.cos.ap-nanjing.myqcloud.com/CSActicles/CVCourseReport.pdf

